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Abstract—In this paper, we describe our submission to the "Document Triage Task", of the BioCreative VI Precision Medicine Track, in which we ranked first among ten teams. The submitted system is a Hierarchical Bidirectional Attention-Based Recurrent Neural Network (RNN). Our approach utilizes the hierarchical nature of documents, which are composed of sequences of sentences, where sentences are composed of sequences of words. We propose a reusable sequence encoder architecture, which is used as sentence and document encoder. The sequence encoder, is composed of a bidirectional RNN, equipped with an attention mechanism, which identifies and captures the most important elements (words or sentences) in a sequence. Furthermore, we argue that the title of the paper itself, usually contains important information, compared to the other sentences of the abstract. For this reason, we propose a shortcut connection, which integrates the title’s vector representation, directly to the final feature representation of the document. We leverage word embeddings, trained on PubMed, for initializing the embedding layer of our network. Moreover, our system does not rely on handcrafted features. Furthermore, we train our system end-to-end using back-propagation, with stochastic gradient descent. We make the source code available to the research community.
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I. INTRODUCTION

The Document Triage Task is one of the two tasks of the Precision Medicine Track in BioCreative VI. The community challenge that addresses is “identification of relevant PubMed citations describing mutations affecting protein–protein interactions” (11).

In this paper we describe our submission to this track, which we approach as a document classification task, where we define the document as the concatenation of the title and abstract of the citation. Usually, document (or text) classification is approached with methods that represent documents with sparse lexical features such as bag-of-words, n-grams, words frequencies (term-frequency and/or inverse-document-frequency – tfidf) and other sophisticated handcrafted features. Linear models or kernel methods, such as variants of Naive Bayes and Support Vector Machines classifiers, are used to train models from those features (20).

Recently, deep neural networks have become popular in NLP tasks, because they can learn underlying features automatically. RNNs have shown great results processing text, especially the variants Long Short-Term Memory (LSTM) (10) and Gated Recurrent Units (GRU) (6) in a variety of tasks (2, 22, 23). Baziotis et al. (2) used a two-layer bidirectional LSTM equipped with an attention mechanism for sentiment analysis in Twitter messages. Yang et al. (22) used a Hierarchical Attention Network with GRU units for document-level sentiment analysis and (23) used an Attention-Based Bidirectional LSTM for relation classification. We employ a hierarchical bidirectional GRU network, equipped with attention layers, which generates dense vector representations for each document and uses those representations as features for classification.

II. SYSTEM OVERVIEW

The model we propose is a hierarchical RNN network as shown in Fig 1. We equip the RNN layers with an attention mechanism for identifying the most informative words and sentences in each document. The first level consists of an RNN that operates as a sentence encoder, reading the sequence of words in each sentence and producing a fixed vector representation (sentence vector). Then, a second RNN operates as a document encoder, reading the sequence of sentence vectors and producing the final vector representation for the whole document (title and abstract), which is used as a feature vector for classification. We propose a shortcut connection, which integrates the title’s vector representation, directly into the document’s vector representation.

A. Text Preprocessing

As a first preprocessing step, we perform sentence segmentation, for splitting the document in it’s constituent sentences and tokenization, for splitting the sentences in tokens. We used the Natural Language Toolkit (NLTK) sentence splitter

$^1$https://github.com/afergadis/BC6PM-HRNN
and word tokenizer to perform these steps (14). We represent each document as a matrix \( S \in \mathbb{R}^{M \times N} \), where \( M \) is the maximum number of sentences that a document may have and \( N \) is the maximum number of words a sentence may have.

### B. Word Embeddings

Word embeddings are dense vector representations of words, capturing their syntactic and semantic information. We leverage the pre-trained word embeddings provided by (18), in order to initialize the weights of the embedding layer of our network. These word embeddings are trained on PubMed articles using word2vec (15) with the skip-gram model and a window size of 5. The dimensionality of the word vectors is 200. Out of vocabulary words, for which we do not have a word embedding, are mapped to a common \(<\text{UNK}>\) token. We generate the word embedding of \(<\text{UNK}>\), by sampling from a uniform distribution, with range \((-0.05, 0.05)\).

### C. Recurrent Neural Networks

An RNN processes an input sequentially by performing the same operation \( h_t = f_W(x_t, h_{t-1}) \) on every element of a sequence, where \( h_t \) is the hidden state at time-step \( t \), \( x_t \) the input at time-step \( t \), \( h_{t-1} \) the hidden state at the previous time-step and \( W \) the weights of the network. After reading the whole input sequence, \( h_t \) holds a summary of the input, which is used as it’s vector representation. Vanilla RNNs suffer for the problem of vanishing gradients (3), which limits their ability to learn long-term dependencies. In order to overcome this limitation, more sophisticated variants of the RNN have been proposed, such as the LSTM (10) or GRU (6), which introduce a gating mechanism in order to ensure proper gradient propagation through the network. In our experiments we used the GRU variant, which has a simpler architecture and achieved better results in our experiments.

### D. Attention Mechanism

RNNs have the ability to produce fixed vector representations, for sequences of variable length. The RNN reads each element from the sequence and updates it’s hidden state, which by the end, holds a summary of the information contained in the sequence. The output produced at the last time-step, usually a learned non-linear transformation of the hidden state, is used as the vector representation of the whole sequence. However, especially in longer sequences, the RNN does not have the capacity to hold all the relevant information in it’s state. This means that the information of certain elements may fade away. In order to amplify the contribution of the important elements in each sequence (words or sentences) we utilize an attention mechanism (6, 8). The attention mechanism assigns a weight to the output from each timestep and the final representation is a weighted combination of all the outputs.

\[
\sum_{t=1}^{T} a_t = 1
\]

---

III. System Architecture

The input to the network is a document, which is composed of a title and an abstract. We perform sentence segmentation and obtain a list of sentences for each document, where the first sentence is the title and the rest of the sentences are the abstract. We feed the list of \( M \) sentences to our neural network.

#### A. Embedding Layer

Given a sentence \( s^i \), which is the \( i \)-th sentence of a document, consisting of a sequence of \( N \) words \( s^i = (w^i_1, w^i_2, \ldots, w^i_N) \), we use an embedding layer to project them to low-dimensional vector space \( \mathbb{R}^E \), where \( E \) is the size of the embedding layer. We initialize the weights of the embedding layer, with the pre-trained word2vec word vectors (Section II-B).

#### B. Sentence Encoder

After embedding the words to the low-dimensional semantic space, we use the sequence encoder, in order to obtain a vector representation for each sentence. The sequence encoder consists of a Bidirectional GRU (BiGRU) with an attention layer, which reads the sequence of word vectors of each sentence and produces a sentence vector. The architecture of the sequence encoder, is shown in Fig. 2.

**Bidirectional GRU.** A GRU takes as input the sequence of word vectors of a sentence and produces a sequence of word annotations (output), \( H = (h_1, h_2, \ldots, h_N) \), where \( h_i \) is the hidden state of the GRU at time-step \( i \), summarizing all the information of the sentence up to \( w_i \). We use bidirectional GRU (BiGRU) in order to capture the contextual information of the words from both their left and their right context. A bidirectional GRU consists of a forward GRU \( f_W(\cdot) \) that reads the sentence from \( w_1 \) to \( w_N \) and a backward GRU \( b_W(\cdot) \) that reads the sentence from \( w_N \) to \( w_1 \). We obtain the final annotation for each word \( w_i \), by concatenating the annotations from both directions,

\[
h^j_i = h^f_j \| h^b_j, \quad j \in [1 \ldots N], \quad h^j_j \in \mathbb{R}^{2S}
\]
where $\parallel$ denotes concatenation, $\overrightarrow{h}_i^j$ and $\overleftarrow{h}_i^j$ are the hidden states for the forward and backward GRU respectively at time-step $j$ and $S$ the size of the sentence-level GRU layer.

**Attention Layer.** We use an attention layer in order to identify the most important words in each sentence and enforce their contribution to the final sentence vector. The attention layer, assigns a weight $a_i^j$ to each word annotation $h_i^j$. The sentence vector $sv^i$, which is the vector representation of the whole sentence, is computed as the weighted sum of all the word annotations $h_i^j$.

$$e_i^j = \tanh(W_ah_i^j + b_w)$$  \hspace{1cm} (2)

$$a_i^j = \frac{\exp(e_i^j)}{\sum_{i=1}^{N} \exp(e_i^j)}, \quad j \in [1 \ldots N]$$  \hspace{1cm} (3)

$$sv^i = \sum_{j=1}^{N} a_i^j h_i^j, \quad sv^i \in \mathbb{R}^{2S}$$  \hspace{1cm} (4)

where $W_w, b_w$ are the attention layer’s weights and bias and $sv^i$ is the vector representation of the $i$-th sentence.

Moreover, we denote the sentence vector of the title as $tv = sv^1$ and the sentence vectors of the abstract as $av_i = sv^i, i \in [2 \ldots M]$.

**C. Document Encoder**

After producing the vector representations for each sentence, we feed them to the document encoder, in order to obtain the final vector representation for the whole document. Notably, we do not feed the vector of the title $tv$ to the sentence encoder, but only the vectors of the abstract $av_i$.

The rationale behind this decision is discussed in Section IV. The remaining sentence vectors, $av_1, av_2, \ldots, av_{M-1}$ are fed to the document encoder, in order to get the vector representation of the whole abstract $av$. The architecture of the document encoder, which is identical to the sentence encoder, is shown in figure 2.

**Bidirectional GRU.** Similar to the sentence encoder, we use a BiGRU in order to get annotations for each abstract vector $av_i$, which summarizes the information forms the sentences around sentence $i$.

$$h_i = \overrightarrow{h}_i \parallel \overleftarrow{h}_i, \quad i \in [1 \ldots M - 1], \quad h_i \in \mathbb{R}^{2D}$$  \hspace{1cm} (5)

where $\parallel$ denotes concatenation, $\overrightarrow{h}_i$ and $\overleftarrow{h}_i$ are the hidden states for the forward and backward GRU respectively at time-step $i$ and $D$ the size of the document-level GRU layer.

**Attention Layer.** We use an attention layer in order to identify the most informative sentences of the abstract and enforce their contribution to the final vector representation $av$. The attention layer assigns a weight $a_i$, to each sentence annotation and we aggregate them by computing the weighted sum of all the sentences annotations.

$$e_i = \tanh(W_ah_i + b_a)$$  \hspace{1cm} (6)

$$a_i = \frac{\exp(e_i)}{\sum_{i=1}^{M-1} \exp(e_i)} , \quad i \in [1 \ldots M - 1]$$  \hspace{1cm} (7)

$$av = \sum_{i=1}^{M-1} a_i h_i, \quad av \in \mathbb{R}^{2D}$$  \hspace{1cm} (8)

where $W_a, b_a$ are the layer’s weights and bias.

**D. Output Layer**

The final document vector $d$ is computed by concatenating the representations of title and abstract vectors

$$d = tv \parallel av, \quad d \in \mathbb{R}^{2S+2D}$$  \hspace{1cm} (9)

The output layer is a fully connected layer with single neuron and a logistic (sigmoid) activation function, which performs the binary classification (logistic regression). It uses the documents vector representation $d$ as feature vector to predict the probability of the two classes.

**IV. HYPER-PARAMETERS AND TRAINING DETAILS**

**Title Vector Shortcut Connection.** Instead of feeding the title vector $tv$ in the sentence encoder with the rest of the sentence vectors (abstract), we create a shortcut connection, by integrating it directly to the final document feature vector $d$. The reasons for this design decision are twofold. First of all, we argue that the title of a paper contains a lot of important information, which will be diluted if passed in the document encoder with the other sentences, even with the addition of the attention mechanism. By integrating the title vector $tv$ directly into the document feature vector $d$, we keep the title information intact. Secondly, the sentence encoder is regularized, because (1) it has to produce self-contained representations, which can be used directly as features for classification and (2) it has to produce informative representations as input to the document encoder. This means that the weights of the sentence encoder (sentence BiGRU and Attention layer), receive gradients from both directions: from the output layer and from the document encoder.

**Regularization.** Neural networks are notoriously prone to over-fitting (13). For this reason we adopt a series of measures, in order to regularize our model.

First, we add Gaussian noise to the input (embedding layer), which limits the amount of information that can be stored in a network (9). This can also be interpreted as a random data augmentation technique, distorting the representation of the words, which means that practically the network never sees the exact same sentence more than once, during training. We add noise by sampling from a zero-mean Gaussian distribution at each batch.

Moreover, we apply dropout to the layers of the network. Dropout randomly disables a certain proportion of the neurons in a layer on each training example (or batch). This means that for each training example, a subpart of the network is trained, which can be thought as a model
ensembling technique. Dropout improves the network’s performance because it forces each neuron to learn disentangled features. This way the network learns to recognize the same patterns in multiple ways, which leads to a better model (19). We apply dropout on the embedding layer and on the sentence and document encoders, both on their BiGRU layers and their attention layers.

Many methods have been used to improve stochastic gradient descent such as momentum, annealed learning rates and L2 weight decay. We use Adam (12) optimizer, with the standard deterministic cross-entropy objective function. We add a L2 penalty term (weight decay) to the objective function, in order to discourage large weights and we clip the norm of the gradients at 5 to prevent exploding gradients (16).

As a last step, we perform early-stopping. We stop the training of the network, when the f1-score of the development set stops increasing for a certain number of epochs (17). We decided to monitor f1-score instead of the loss of the development set because its the official evaluation metric used and this way we directly optimize our model for the task.

Hyper-parameter Optimization. The hyper-parameter tuning in neural networks is a very challenging process. In addition to the time consuming training of the neural network, usually we have to tune a lot of hyper-parameters, which are highly correlated (e.g. increasing the number of neurons, changes the optimal dropout rate). As it has been shown in (4), grid search is very inefficient and random search finds consistently better models. However, in our work we adopt the Bayesian optimization approach (5), in order to perform a smart search in the high-dimensional hyper-parameter space. This way, we obtain a set of reasonable hyper-parameters, in a very small number of trials. Table I shows the optimal hyper-parameter values that we obtained.

Experimental Setup. We used Keras (7) to develop our model with Tensorflow (1) as backend. The network was trained on a GTX1070 for approximately 30 minutes.

V. Results

We participated in BioCreative VI Precision Medicine Track, in the "Document Triage Task" as team 418. According to the official ranking, based on the F1 evaluation metric, our team ranked 1st out of 10 teams, as shown in the Table II. The training dataset, consists of 4082 PubMed citations (abstracts) as shown in (Table III). 1730 are annotated as positive (relevant), which means that these abstracts specifically describe protein–protein interaction influenced by genetic mutations. The test dataset has a total of 1500 PubMed abstracts.

For our submission we trained our model on 95% of the training corpus and used a held-out 5% as a development set for early-stopping. We adopted this approach in order to ensure that the model used for our submission, did not overfit on the training set. We stopped training when the F1 of the development set stopped increasing, optimizing this way our model, directly for the evaluation metric of the task.

VI. Conclusion

We presented a system for the “Document Triage Task” of the BioCreative VI Precision Medicine Track. The key points of the system are: (a) utilizes the hierarchical nature of documents, which are composed of sequences of sentences and sentences are composed of sequences of words, (b) uses a shortcut connection which integrates the document’s title directly to the final feature representation of the document, (c) does not utilize any handcrafted feature, and (d) our system is trained end-to-end using back-propagation, with stochastic gradient descent. As future work in this domain, in order to further improve our model, we propose a series of approaches.

Text Preprocessing. Sentence splitting, word tokenization and named entity extraction are crucial steps in text preprocessing. The output of these preprocessing steps has a big impact on the performance of the models. Using a tokenizer tailored for biomedical data, will have the ability to better identify sentence boundaries and difficult tokens such as genes names.

Entity Embeddings. Entities annotations for genes and mutations mentions can be obtained using tools, such as NCBI text-mining web services (21). We plan to utilize these annotations, by representing them as dense vectors which can be appended to the word vectors fed in our model. We hypothesize that this is will improve even further our performance.

Character-level model. An alternative approach would be to design a model, which would operate on the character-level. We argue that such a model, will be able to better model expressions like protein or gene names, reducing the need for careful and laborious text preprocessing.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Team #</th>
<th>Avg. Prec.</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>418</td>
<td>0.7195</td>
<td>0.6026</td>
<td>0.8205</td>
<td>0.6949</td>
</tr>
<tr>
<td>2</td>
<td>374</td>
<td>0.6654</td>
<td>0.5747</td>
<td>0.8699</td>
<td>0.6921</td>
</tr>
<tr>
<td>3</td>
<td>421</td>
<td>0.7284</td>
<td>0.6112</td>
<td>0.7945</td>
<td>0.6909</td>
</tr>
<tr>
<td>4</td>
<td>433</td>
<td>0.6617</td>
<td>0.5482</td>
<td>0.8877</td>
<td>0.6778</td>
</tr>
<tr>
<td>5</td>
<td>420</td>
<td>0.6439</td>
<td>0.5473</td>
<td>0.8712</td>
<td>0.6725</td>
</tr>
<tr>
<td>6</td>
<td>419</td>
<td>0.5742</td>
<td>0.5718</td>
<td>0.8068</td>
<td>0.6993</td>
</tr>
<tr>
<td>7</td>
<td>414</td>
<td>0.5908</td>
<td>0.5075</td>
<td>0.7995</td>
<td>0.6685</td>
</tr>
<tr>
<td>8</td>
<td>375</td>
<td>0.6808</td>
<td>0.5821</td>
<td>0.7575</td>
<td>0.6585</td>
</tr>
<tr>
<td>9</td>
<td>405</td>
<td>0.5877</td>
<td>0.5478</td>
<td>0.5575</td>
<td>0.5526</td>
</tr>
<tr>
<td>10</td>
<td>379</td>
<td>0.4885</td>
<td>0.4622</td>
<td>0.3438</td>
<td>0.3943</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Team #</th>
<th>Avg. Prec.</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>374</td>
<td>0.6654</td>
<td>0.5747</td>
<td>0.8699</td>
</tr>
<tr>
<td>2</td>
<td>421</td>
<td>0.7284</td>
<td>0.6112</td>
<td>0.7945</td>
</tr>
<tr>
<td>3</td>
<td>433</td>
<td>0.6617</td>
<td>0.5482</td>
<td>0.8877</td>
</tr>
<tr>
<td>4</td>
<td>420</td>
<td>0.6439</td>
<td>0.5473</td>
<td>0.8712</td>
</tr>
<tr>
<td>5</td>
<td>419</td>
<td>0.5742</td>
<td>0.5718</td>
<td>0.8068</td>
</tr>
<tr>
<td>6</td>
<td>414</td>
<td>0.5908</td>
<td>0.5075</td>
<td>0.7995</td>
</tr>
<tr>
<td>7</td>
<td>375</td>
<td>0.6808</td>
<td>0.5821</td>
<td>0.7575</td>
</tr>
<tr>
<td>8</td>
<td>405</td>
<td>0.5877</td>
<td>0.5478</td>
<td>0.5575</td>
</tr>
<tr>
<td>9</td>
<td>379</td>
<td>0.4885</td>
<td>0.4622</td>
<td>0.3438</td>
</tr>
</tbody>
</table>

TABLE I: Hyper-parameter values of our proposed model.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Size</th>
<th>Dropout</th>
<th>Noise (σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding</td>
<td>200</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Sent. Encoder</td>
<td>GRU</td>
<td>150 (x2)</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Attention</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>Doc. Encoder</td>
<td>GRU</td>
<td>150 (x2)</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>Attention</td>
<td>1</td>
<td>0.3</td>
</tr>
</tbody>
</table>
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