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Abstract. This paper describes the participation of UTH-CCB in the BioCreative V Track 2, a challenge of recognizing chemical entities in medicinal chemistry patents. We participated in the subtask 1 of chemical entity mention recognition in patents (CEMP) and subtask 2 of chemical passage detection (CPD). Our team ranked second in CEMP with a F-measure of 88.94% and ranked first in CPD with an accuracy of 94.75%.
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1 Introduction

Although biomedical entities of interest are contained in medicinal chemistry patents, such as chemical compounds, genes and proteins, the identification and further integration of such information for databases and life science research remains a tough challenge. The Spanish National Cancer Research Center (CNIO) and University of Navarra took the initiative to organize a challenge of chemical entity recognition in patents (CHEMDNER-patents), as Track 2 of the BioCreative V challenge. This task addressed the automatic extraction of chemical and biological data from medicinal chemistry patents.
2 System Description

The UTH-CCB team participated in two sub-tasks of this challenge:

1) **Chemical entity mention recognition in patents (CEMP):** Machine learning-based systems were built for chemical entity mention recognition from patents. As the first step, a rule-based module was used for sentence boundary detection and tokenization. Machine learning classifiers were then built using the algorithms of conditional random fields (CRF) and structured support vector machines (SSVM) on the combined dataset of training and development sets.

   Typical features for named entity recognition were employed in the system, including morphological features, bag-of-word, part-of-speech and n-grams. Moreover, the output of ChemSpot [1], which was proved to be effective in [2], lexicons and patterns to recognize various types of chemicals, as well as word representation related features were also examined and used.

   The systems were then further improved by multiple post-processing steps, to recover missing chemicals and to handle ill-formed chemical mentions.

2) **Chemical passage detection (CPD):** The system output for CPD was determined based on the patent titles and abstracts with recognized chemicals in the first subtask.

   Overall, our team achieved the second rank in CEMP with a F-measure of 88.94% and the first rank in CPD with an accuracy of 94.75%.
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