CoTri: extracting chemical-disease relations with co-reference resolution and common trigger words
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Abstract. Drug discovery is an expensive and time-consuming process; however, these could be reduced if existing resources could be analyzed to identify candidates for drug repurposing. Moreover, due to the rapid growth of biomedical literature and the labor-intensive manual text-mining annotation, the process of drug repurposing discovery remained challenging. In this study, we explore the potential chemical-disease relations from biomedical literatures. Our proposed approach includes the following tasks: 1) the NER processing; 2) a co-reference resolution method; 3) a trigger word learning; 4) classification. A great number of novel chemical-disease relations have been discovered using our proposed approaches, which enabled greater insights into drug discovery and drug repurposing for further exploration of chemical-disease mechanisms.
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1 Introduction

Chemical and disease are important elements in pathogenesis and treatment of the human body. For example, the cholinergic hypothesis of Alzheimer's disease is simply depicted in Figure 1. The neurotransmitter, acetylcholine, localized in brain which transmits signals across the synapse. The concentration decrease of acetylcholine could lead to Alzheimer's disease. Acetylcholinesterase is an enzyme that hydrolyzes the neurotransmitter namely acetylcholine. Therefore, acetylcholinesterase could cause a concentration decrease of
acetylcholine leading to Alzheimer's disease. According to the above chain reaction, the interactions between chemicals and diseases play an important role in drug discovery.

![Chemical-Disease Interaction Diagram](image)

**Fig. 1.** Mechanism of action of a chemical-disease interaction

Identification of the chemical-disease interactions is one of the key aims in drug discovery. Although there are databases [1, 2, 3] preserving substantial interactions of biomedical entities, many other unidentified interactions could be buried in the biomedical literature. Hence, automated identification of the interactions through biomedical literature repositories could enable the discovery of the hidden interactions.

Yu *et al.* [4] integrated the information of drugs, protein complexes, and diseases from databases to form a tripartite network describing weighted relationships between drugs and diseases to discover their hidden associations. Zhang *et al.* [5] designed a database of structured knowledge extracted from MEDLINE citations to construct potential new drug-drug interactions. Bui *et al.* [6] proposed syntactic features trained with a support vector machine classifier to extract drug-drug interactions from biomedical text. However, none of them was focused on extracting “chemical-disease” relations. The aim of this paper was to design a syntactic feature-based approach along with a trigger learning method to extract chemical-disease relations from the biomedical literature.

**2 System Modules**

There are two main parts in our approach: 1) pre-processing whole abstract text to sentences data; 2) predicting potential relations in these sentences. In the first part, we processed the text data by conducting
named entity recognition (NER), co-reference resolution, and sentence segmentation sequentially. Then, we generated feature vectors and classified the sentence data by support vector machine (SVM) in the second part. Figure 2 shows an overview of the proposed system. More details of each part will be described below.

Fig. 2. Overview of the proposed system

2.1 Named Entity Recognition

The first step of the pre-processing is to identify the named entities in an article. We utilized tmChem tool [7] for identifying chemical mentions, and DNorm tool [8] for identifying disease mentions.

2.2 Co-reference Resolution

People may use varying referents to refer to the same things, namely co-reference. The referents may appear in different sentences. To further improve the accuracy of relation extraction, we utilized the Stanford NLP tool [9] to solve these co-reference issues.
2.3 Sentence Segmentation

First, we replaced new line characters (‘LF’ in ASCII code) with whitespace characters. Then, we divide each abstract into several sentences by using the built-in Java function for sentence segmentation.

2.4 Feature generation

We adapted the feature generation proposed by Bui et al. [6]. We extracted the common drug, gene, and disease relation terms as trigger words [10] instead of the original trigger words that were used to extract protein-protein and drug-drug interactions. In addition to these original features, we added another feature: negative expression. We utilized NegEx [11] to determine whether a sentence included a negation expression.

2.5 Classification

To predict a potential chemical-disease pair, we used LIBSVM classifier [12] with RBF kernel in this system. We trained the SVM model with the training set and the development set provided by the CDR task of BioCreative V [13].

3 Experiment

As shown in Table 1, we can see the results of the proposed system evaluated on the testing set of the CDR task of BioCreative V. There are only a few chemical and disease entities detected by the Stanford NLP co-reference resolution tool. The performance improvement is insignificant by co-reference resolution. Because of the limited submission time (30 seconds), we set two thresholds for the number of sentences and the number of words in a sentence. In our additional experiments, we used the training set and the development set of the CDR task of BioCreative V as training data and testing data respectively. It shows that the result with our common trigger words is better than other trigger words in Table 2. Finally, Table 3 shows that the performance of sentence-level approach is better than the abstract-level approach. It is probably because use of tool for co-reference resolution [9] is unable to extract most cross-sentence relations.
Table 1. Performance comparison of co-reference resolution methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co-occurrence</td>
<td>0.164</td>
<td>0.765</td>
<td>0.271</td>
</tr>
<tr>
<td>Without co-reference resolution</td>
<td>0.417</td>
<td>0.412</td>
<td>0.414</td>
</tr>
<tr>
<td>With partial co-reference resolution*</td>
<td>0.418</td>
<td>0.414</td>
<td>0.416</td>
</tr>
<tr>
<td>With co-reference resolution**</td>
<td>0.414</td>
<td>0.401</td>
<td>0.407</td>
</tr>
</tbody>
</table>

*We conducted the co-reference resolution only when the number of sentences of an abstract was less than 15 and the number of words in each sentence was less than 30.

**Spend too much time and failed in submission in several test cases.

Table 2. Performance comparison of different trigger word lists

<table>
<thead>
<tr>
<th>Trigger Word List</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our trigger words10</td>
<td>0.466</td>
<td>0.584</td>
<td>0.518</td>
</tr>
<tr>
<td>Bui et al. trigger words6</td>
<td>0.465</td>
<td>0.543</td>
<td>0.501</td>
</tr>
<tr>
<td>Training set trigger words*</td>
<td>0.482</td>
<td>0.270</td>
<td>0.346</td>
</tr>
</tbody>
</table>

*We considered a term as a trigger word if the term occurred in the chemical-disease relations (CDR) more than five times.

Table 3. Performance of abstract-level and sentence-level approaches

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract-level</td>
<td>0.466</td>
<td>0.584</td>
<td>0.518</td>
</tr>
<tr>
<td>Sentence-level</td>
<td>0.560</td>
<td>0.585</td>
<td>0.572</td>
</tr>
</tbody>
</table>

4 Discussion

In this work, we describe a syntactic feature-based approach to extract chemical-disease relations with co-reference resolution and trigger word detection. The co-reference resolution is slightly helpful in extracting the hidden CDRs. However, it still has a room for improvement. The trigger word learning [10] could further improve the performance. It can be used in different relation extraction tasks. The significant fall in performance of the abstract-level approach indicates that a well-designed co-reference resolution is needed for this task.
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