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Abstract. This article presents a machine learning-based solution for
automatic chemical and drug name recognition on scientific documents,
which was applied in the BioCreative IV CHEMDNER task, namely in
the chemical entity mention recognition (CEM) and the chemical doc-
ument indexing (CDI) sub-tasks. The proposed approach applies con-
ditional random fields with a rich feature set, including linguistic,
orthographic, morphological, dictionary matching and local context (i.e.,
conjunctions) features. Post-processing modules are also integrated, per-
forming parentheses correction and abbreviation resolution. In the end,
heterogeneous CRF models are harmonized to generate improved anno-
tations. The achieved performance results in the development set are
encouraging, with F-scores of 83.71% on CEM and 82.05% on CDI.
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1 Introduction

The BioCreative IV CHEMDNER challenge intends to promote the development
of solutions to perform automatic recognition of mentions of chemical compounds
and drugs on scientific documents, which is a challenging and complex task with
increasing research interest [11]. Two different sub-tasks were organized:

- Chemical Entity Mention recognition (CEM): for a given document, provide
  the start and end indices corresponding to all mentioned chemical entities;
- Chemical Document Indexing (CDI): for a given document, provide a ranked
  list of mentioned chemical entities.

In order to participate in the CEM and CDI sub-tasks, we developed a machine
learning-based solution taking advantage of the provided annotated corpus.

2 Materials and methods

The approach described in this document was developed on top of two frame-
works: Gimli [2] and Neji [3]. Gimli is used for feature extraction and to train
the machine learning (ML) models, and Neji is used to pre- and post-process the
corpus and to apply multi-threaded document annotation. Figure 1 illustrates
the overall architecture and required steps.
Fig. 1. Overall architecture of the described solution, presenting the pipeline of required steps, tools and external resources. Boxes with dotted lines indicate optional processing modules.

2.1 Corpus

The corpus provided by the challenge organizers\(^1\) is divided into two sets: train and development. The train set contains 3500 abstracts annotated with 29478 chemical annotations, and the development set contains 3500 abstracts with 29526 chemical annotations. Annotations are provided in seven classes: systematic, identifiers, formula, trivial abbreviation, family and multiple. However, we grouped all classes into a single “master” class.

2.2 Pre-processing

Lingpipe\(^2\) is applied to perform sentence splitting, using a model trained on biomedical corpora. Natural Language Processing (NLP) tasks, i.e., tokenization, lemmatization, part-of-speech (POS) tagging and chunking, is performed using a custom version of GDep [2, 9]. The BIO scheme is used to encode the annotations.

2.3 Feature set

A rich feature set is applied to properly represent chemical names’ characteristics:

- NLP features:
  - Token, lemma, POS and chunk tags.

\(^1\) [http://www.biocreative.org/tasks/biocreative-iv/chemdner](http://www.biocreative.org/tasks/biocreative-iv/chemdner)

\(^2\) [http://alias-i.com/lingpipe](http://alias-i.com/lingpipe)
Orthographic features:
- Digits and capitalized characters counting (e.g., “TwoDigit” and “TwoCap”);
- Symbols (e.g., “Dash”, “Dot” and “Comma”);
- Greek letters (e.g., features for “alpha” and “α”).

Morphological features:
- Suffixes, prefixes and char n-grams of 2, 3 and 4 characters;
- Word shape features to reflect how letters, digits and symbols are organized in the token (e.g., the structure of “Abc:1234” is expressed as “Aaa#1111”).

Domain knowledge:
- Dictionary matching using a combined dictionary with terms from Jochem [6], ChEBI [5] and CTD [4].

Local context:
- Conjunctions of lemma and POS features of the windows \{-1, 0\}, \{-2, -1\}, \{0, 1\}, \{-1, 1\} and \{-3, -1\}.

Other features, such as windows, capitalization and dependency parsing were tested but did not provided positive outcomes in the development set.

2.4 Model
A supervised machine learning approach is followed, through the application of Conditional Random Fields (CRFs) [7] provided by MALLET [8]. In order to obtain models with heterogeneous characteristics and achieve improved results, CRF models with different orders were considered. Additionally, we also trained models with different parsing directions: forward (from left to right) and backward (from right to left).

2.5 Post-processing
In order to solve some errors generated by the CRF model, our solution integrates two mandatory post-processing modules, implementing parentheses correction and abbreviation resolution. To perform parentheses correction, the number of parentheses (round, square and curly) on each annotation is verified and the annotation is removed if this is an odd number, since it clearly indicates a mistake by the ML model. Regarding abbreviation resolution, we adapt a simple but effective abbreviation definition recognizer [10], which is based on a set of pattern-matching rules to identify abbreviations and their full forms. Thus, if one of the forms is annotated as an entity name, the other one is added as a new annotation. Additionally, if one of the forms is not completely annotated, we expand the annotation boundaries using the result from the abbreviation extraction tool.

A third and optional post-processing module is added, in order to remove annotation mistakes and add non-learned annotations. After training a CRF model in the training set, we annotated the development set and analyzed the mistakes, collecting false positives and false negatives. That way, false negative annotations are added through dictionary matching and false positive annotations are discarded.
2.6 Harmonization

Since most recent results on biomedical NER indicate that better performance results can be achieved by combining annotations from systems with different characteristics [1], we apply a simple algorithm to harmonize annotations provided by CRF models with different orders. Thus, the harmonization algorithm considers the confidence scores provided by each CRF model and selects the intersecting and repeated annotations with the highest scores. If an annotation does not intersect with others, it is added to the final list of annotations.

2.7 Ranking

Ranking is provided based on the confidence scores provided by the CRF models, which is a value between 0 and 1 that reflects the certainty of the model generating each annotation. Annotations added through the dictionary of false negatives have a confidence score of one. In that way, ranking simply orders the annotations in descending order of scores. In the case of the CDI task, an additional filtering step is applied, removing repeated annotations with the same case-insensitive text. In the end, a list of unique text annotations is obtained.

3 Results and discussion

CRF models with orders 1, 2, 3 and 4 were considered. Due to the long training times of higher order models (order 4 takes almost 24 hours), and the negative performance results obtained in the development set, we discarded models with orders 3 and 4. Afterwards, we tested CRF models with forward and backward parsing. However, backward parsing models did not provided positive outcomes in the development set. In the end, the following runs were submitted:

- Run 1: harmonized annotations of forward parsing order 1 and order 2 CRF models;
- Run 2: harmonized annotations of forward parsing order 1 and order 2 CRF models with false negatives annotation and false positives filtering;
- Run 3: forward parsing order 1 CRF model;
- Run 4: forward parsing order 1 CRF model with false negatives annotation and false positives filtering;
- Run 5: forward parsing order 2 CRF model.

Table 1 presents the final results achieved by each run on the development set of CEM and CDI tasks. Since runs 2 and 4 use false positives and false negatives collected from the development set, the presented results are overly optimistic. The real impact of such step will be evaluated using the test set.

Discarding overly optimistic runs, the best results are achieved by the harmonized solution, with F-scores of 83.71% on CEM and 82.05% on CDI. The harmonization approach outperforms single models due to significant recall improvements. The same is verified even when false negatives and false positives
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are used. On the other hand, the order 1 model provides better results than the order 2 model on CEM and CDI tasks. Moreover, the order 1 model is the solution the achieves the best precision results on both tasks.

Table 1. Micro-averaged results in the development set of CEM and CDI tasks. Bold values indicate the best results discarding overly optimistic runs.

<table>
<thead>
<tr>
<th>Run</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
<th>FAP-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>83.74%</td>
<td>83.68%</td>
<td>83.71%</td>
<td>76.28%</td>
</tr>
<tr>
<td>2*</td>
<td>89.03%</td>
<td>89.30%</td>
<td>89.16%</td>
<td>82.58%</td>
</tr>
<tr>
<td>3</td>
<td><strong>84.79%</strong></td>
<td>81.90%</td>
<td>83.32%</td>
<td>75.72%</td>
</tr>
<tr>
<td>4*</td>
<td>89.11%</td>
<td>86.95%</td>
<td>88.02%</td>
<td>81.02%</td>
</tr>
<tr>
<td>5</td>
<td>84.41%</td>
<td>80.41%</td>
<td>82.36%</td>
<td>74.58%</td>
</tr>
<tr>
<td>CDI</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>83.53%</td>
<td>80.63%</td>
<td>82.05%</td>
<td>74.63%</td>
</tr>
<tr>
<td>2*</td>
<td>90.36%</td>
<td>87.45%</td>
<td>88.88%</td>
<td>82.14%</td>
</tr>
<tr>
<td>3</td>
<td><strong>85.08%</strong></td>
<td>78.85%</td>
<td>81.85%</td>
<td>74.27%</td>
</tr>
<tr>
<td>4*</td>
<td>90.38%</td>
<td>85.01%</td>
<td>87.61%</td>
<td>80.47%</td>
</tr>
<tr>
<td>5</td>
<td>84.38%</td>
<td>79.40%</td>
<td>81.81%</td>
<td>74.45%</td>
</tr>
</tbody>
</table>

*overly optimistic run due to the usage of false positive and false negatives collected from the development set.

4 Conclusion

This article presented a CRF-based solution for automatic chemical and drug name recognition. It takes advantage of a rich feature set, namely linguistic, orthographic, morphological, domain knowledge (i.e., dictionary matching) and local context (i.e., conjunctions) features. Various post-processing modules are also integrated, performing parentheses correction and abbreviation resolution. In the end, CRF models with different orders are harmonized to obtain improved annotations. The final performance results achieved in the BioCreative IV CHEMDNER development set are encouraging, with F-scores of 83.71% on CEM and 82.05% on CDI. Further improvements may include using more and better domain knowledge, apply techniques for better context definition, and take advantage of an improved ranking strategy.
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